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Related Work

•Two Categories:
• Temporal detector
• Spatial detector

•Prediction Method:
• Curve fitting
• Machine learning



State-of-the-art: adaptive impact driven detector (AID)



Limitations of 
current work

• High memory footprint (4x 
for AID)

• High overhead
• Need to run the detector at 

ever iteration
• Recall & False positive
• Unpractical hypothesis
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Neural network architecture



Our 
Methods

Collect training/testing data
1. Clean data

we run each application for 1000 iterations with 10 
different cases (initial conditions). We output 
variables we want to protect at every 5 iterations. 
The mesh size is set to 480 × 480, and we split it 
into 60 × 60 windows with the overlapping of 20

2. Corrupted data
• Randomly flip a bit at random positions.
• Restart from a corrupted dataset.

3. K-propagation dataset
• Restart from a corrupted and save the corrupted 

data of following k iterations

Split data into blocks
• Allow concurrent detection



Experimenta
l Setup

• Blue Waters
• Each compute node has 2 AMD 6276     

Interlagos CPUs and 64GM of memory
• Used to collect the training/testing 

dataset

• Nvidia DGX-1
• 8 Tesla P100 GPUs
• Used to train and test the detector



Metrics

• Recall: the number of errors detected 
over the number of total errors

• False positive (FP): a time step is 
considered false positive if the 
detector reported an error when no 
error is present.
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Detect after multiple iterations
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Future Work
• Checking whether errors that are not detected by our detector 

are smoothed over following iterations and do not corrupt the 
final result.
• How about detecting SDC in compressed (lossy) data ?
• Reduce overhead (0.011x on GPU and 2.951x on CPU)
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